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Course Title: Introduction to R Programming
Course Code: 
Credit Units: 3
Level: PG
Course Objectives: 

The primary objective of this course is to provide an introduction to the basic principles, techniques, and applications of R language.

Upon successful completion of the course, students will have an understanding of the basic areas of R p r o g r a m m i n g i n c l u d i n g

model and Genetic Algorithms.

Provide the mathematical background for carrying out the optimization associated with neural network learning.

Aim of this course is to develop some familiarity with current research problems and research methods in R programming by working on a research

or design project.
Student Learning Outcomes: The student will be able to:

· Identify commands and syntax used in R

· Create software programs using R

· Apply R programming for statistical analysis.

· Apply R programming for implementation of data mining concepts.

	#
	Course Title
	Weightage

	

	1

	Module I : Introduction and preliminaries
The R environment, Related software and documentation, R and statistics, window system, R interactively, An introductory session, Getting help with functions and features, R commands, case sensitivity, etc, Recall and correction of previous commands, Executing commands from or diverting output to a file, Data permanency and removing objects.

	10% Weightage

	
	
	

	2

	Module II : Simple manipulations Numbers and vectors & Objects

Vectors and assignment, Vector arithmetic, Generating regular sequences, Logical vectors, Missing values, Character vectors, Index vectors; selecting and modifying subsets of a data set Other types of objects.

Intrinsic attributes: mode and length, changing the length of an object, Getting and setting attributes class of an object.

	20% Weightage

	
	
	

	3
	Module III :Arrays and Metrics
Arrays, Array indexing. Subsections of an array, Index matrices, The array() function, Mixed vector and array arithmetic, The recycling rule, The outer

product of two arrays, Generalized transpose of an array, Matrix facilities, Matrix multiplication, Linear equations and inversion, Eigenvalues and

eigenvectors, Singular value decomposition and determinants, Least squares fitting and the QR decomposition, Forming partitioned matrices, cbind() and

rbind() , The concatenation function, c() with arrays , Frequency tables from factors.

	20% Weightage

	
	
	

	4
	Module IV: List
Lists, Constructing and modifying lists, Concatenating lists, Data frames, Making data frames, attach() and detach(), Working with data frames, Attaching

arbitrary lists, Managing the search path .

R as a set of statistical tables, Examining the distribution of a set of data , One- and two-sample tests

Grouped expressions, Control statements, Conditional execution: if statements, Repetitive execution: for loops, repeat and while.
	20% Weightage

	
	
	

	5
	Module V: Statistical models in R

Defining statistical models; formulae, Contrasts, Linear models, Generic functions for extracting model information, Analysis of variance and model

comparison, ANOVA tables, Updating fitted models, Generalized linear models, Families, The glm() function, Nonlinear least squares and maximum

likelihood models, Least squares, Maximum likelihood, Some non-standard models.
	30% Weightage

	
	
	


Pedagogy for Course Delivery:

The class will be taught using theory and tutorial based methods. In addition to assigning some of the models and frameworks under case based methods, the course instructor will demonstrate and explain about applications of soft computing techniques with research orientation.
List of PSDA:

Problem: Predict if a loan will get approved or not.

Problem: Predict the sales of a store.

Problem: Predict the traffic on a new mode of transport.

	Theory L/T (%)
	Lab/Practical/Studio (%)
	End Term Examination

	30%
	NA
	70%


	Continuous Assessment/Internal Assessment
	End Term Examination



	Components  (Drop down)
	Mid-Term Exam
	Project
	Viva
	Attendance
	

	Weightage (%)
	10%
	10%
	5%
	5%
	70%


Text & References: 
· S.R.Jang, C.T.Sun and E.Mizutani, “Neuro-Fuzzy and Soft Computing”, PHI, 2004, Pearson Education 2004.

· Simon O. Haykin “Artificial Neural Network”, PHI, 2003

· Elaine Rich, Kevin Knight, Artificial Intelligence TMH, 2009.
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